
Introduction

Emotions play a crucial role in nonverbal humans�

interaction. Humans can easily perceive emotions, but

it is very challenging for machines to realize and respond

to human feelings. The development of emotion

recognition systems will provide more natural and

efficient communication between people and machines.

It will empower the machines to behave like humans

(Thushara and Veni, 2016). Investigators from various

disciplines have contributed to automatic emotion

recognition (Zeng et al., 2009). It has several applications

in various fields including health care, distance learning,

security, robotics and entertainment (Pablo et al., 2014).

Speech and facial expressions are the prime signals

used to recognize human affective states (Zeng et al.,

2007). Facial expressions play a vital role in visual

emotion recognition by contributing about 55% of

emotions in humans� communication (Mehrabian, 1968).

Earlier studies have mainly focused on recognizing

emotions from single modality (Schuller et al., 2003;

Tian et al., 2001). The overall performance of unimodal

approaches has been observed to be lower as compared

to multimodal techniques (Guan et al., 2009).

The first step in affect detection is to have a good quality

data. Databases in various modalities and different
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languages have been recorded for this purpose. Audio

databases include TESS (Dupuis and Pichora-Fuller,

2011), berlin database of emotional speech (EMO-DB)

(Burkhardt et al., 2005) and AIBO database (Batliner

et al., 2004). Visual datasets incorporate the Cohn-

Kanade (Kanade et al., 2000) and FABO database

(Gunes and Piccardi, 2006). Audio-visual databases

include the GEMEP (Bänziger et al., 2006), SAVEE

(Haq et al., 2009) and RAVDESS (Livingstone and

Russo, 2018).

The acoustic features extracted for emotion recognition

include energy, pitch, formants, speech rate, mel

frequency cepstral coefficients (MFCCs) and linear

prediction coefficients (LPCs). The examples of visual

features are facial action units, head pose, facial markers,

and Gabor wavelets. The appearance and geometric are

the two kinds of visual features associated to facial

expressions (Zeng et al., 2009). Bartlett et al. (2006)

presented a technique based on appearance features,

while Pantic and Bartlett (2007) used the geometric

features.

To remove the noise and unwanted data, feature selection

and reduction methods are normally used. These methods

reduce computational complexity, whereas boost the

categorization performance of a recognition system.

The common feature selection techniques include best-

first (Gunes and Piccardi, 2005), sequential forward
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selection (Haq et al., 2008) and greedy stepwise (Ranjan

et al., 2021). The feature reduction techniques

incorporate principal component analysis (PCA) (Fan

et al., 2013) and linear discriminant analysis (LDA)

(Haq et al., 2008).

The various emotion recognition schemes can be broadly

classified in two sets: flat and hierarchical. In flat

approach, the same set of features is used to classify

all emotions at once. The disadvantage of using the

same set of features is that it may effectively separate

some emotions, but may not be able to distinguish

between closely related emotion classes. In the case of

hierarchical approach, emotion classes are separated

stepwise. In the first step, all emotions are divided in

two groups. In the next step, each binary class is further

divided into other two classes. The procedure persists

up to the separation of all emotions. At each step,

different set of features is used to separate the binary

classes. The hierarchical approach can effectively classify

the more confusing classes because of using a different

set of features at each binary level of classification.

Researchers have used various classifiers for emotion

classification including SVM (Lin and Wei, 2005), long

short-term memory (LSTM) network (Araño et al.,

2021), support vector neural network (SVNN)

(Mannepalli et al., 2022) and convolutional neural

network (CNN) (Alluhaidan et al., 2023).

The ensemble classifier technique has been suggested

by some researchers to achieve better classification

performance. Mohan et al. (2023) combined the 2D

CNN and eXtreme grading boosting (XG-Boost) to

accomplish an accuracy of 96.5% on the RAVDESS

database using 16 emotion classes. The MFCC features

were used for the classification. Bhanusree et al. (2023)

utilized the CNN for feature extraction and random

forest for classification. The proposed method achieved

a recognition accuracy of 90.3% on the IEMOCAP and

92.2% on the RAVDESS databases. A hybrid model

recommended by Badr et al. (2021) was consisted of

convolutional and LSTM (ConvLSTM) networks. The

proposed model obtained an accuracy of 91.0% on the

RAVDESS dataset. Novais et al. (2022) used adaptive

boosting (AdaBoost), neural network and random forest

for speech emotion recognition. A majority vote based

ensemble method was also explored. The random forest

classifier obtained a recognition accuracy of 75.6% on

the RAVDESS dataset. The individual classifiers

performed better in comparison to the ensemble

technique. Chalapathi et al. (2022) used acoustic features

with AdaBoost classifier for speech emotion recognition.

A classification score of 94.8% was obtained for seven

classes on the RAVDESS database. Er (2020) used the

acoustic and deep features with SVM classifier to

recognize emotions from speech. The classification

accuracies of 79.4%, 85.4% and 90.2% were achieved

for the RAVDESS, IEMOCAP, and EMO-DB datasets,

respectively.

This research aims to investigate the advantage of

hierarchical approach over the flat approach. In addition,

a bimodal approach was adopted to achieve better

classification accuracy. The following sections present

the IEMOCAP database, methodology, experimental

results and discussion and conclusion.

IEMOCAP Database. IEMOCAP is an audio-visual

emotional database recorded at the University of

Southern California (Busso et al., 2008). The data was

recorded from 5 males and 5 females. Each session

involved a male and a female. A total of 53 markers

were placed on the face, 2 markers on the headband, 2

markers on each wristband and an extra marker on each

hand was also included.

The database has about 12 h of recordings. It contains

2066 improvised and 1761 scripted sentences, which

sums to 3827. The database comprises both the scripted

(5255 turns) and spontaneous (4784 turns) sessions.

The actors recorded both the selected and improvised

scripts in 10 emotions, i.e., anger, fear, disgust,

frustration, happiness, excited, surprise, sadness, neutral

state and other. The data was evaluated by 3 subjects

and labeled based on majority vote.

The distinguished attributes of IEMOCAP database are

its sufficient size, detailed capture information and true

emotions elicitation method. In this research, IEMOCAP

database is used for the analysis.

Material and Methods

The bimodal emotion recognition was comprised of the

following steps: feature extraction, normalization, feature

selection and classification. Both the flat and hierarchical

approaches were used for the classification of emotions.

Feature extraction. In feature extraction the original

raw data, e.g., audio, visual, is transformed into features.

Audio features are obtained from speech signals, while

visual features correspond to facial expressions and

body language. The extracted audio features were related

to Mel spectrum, signal energy, cepstral, spectral, raw
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signal, pitch and voice quality. The facial features related

to roundness, angles, length and width of different parts

of the face were extracted from facial marker points.

The openSMILE (Eyben et al., 2009) and MATLAB

(Ljung, 2013) were used to extract a total of 7033 audio-

visual attributes including 6539 audio and 494 visual

features.

Feature normalization. The extracted features normally

have different ranges of values because they are of

different types. For this reason, feature normalization

to a uniform range is essential for equal weighting of

the various types of attributes. Feature normalization

can be performed using the Weka toolkit (Witten et al.,

2010). The Z-Score and Min-Max normalization (Pandey

and Jain, 2017) are the examples of feature normalization

methods. In this research, Min-Max normalization with

range [0, 1] was used.

The Min-Max normalization in the range [rmin rmax] is

defined by the following equation

.............................(1)

where:

, k
min

 and k
max

 are the normalized, minimum and

maximum values of attribute k.

Feature selection. Feature selection is required to

eliminate the redundant and unrelated features from the

extracted set of features. Features can be selected either

as a subset or individual features can be ranked based

on some criterion. In this research, both the feature

subset and individual feature ranking methods were

implemented using Weka software. The feature subsets

were selected using CFS evaluator with Best First and

Greedy Stepwise search methods. Whereas the individual

attributes were rated using the Info Gain and Gain Ratio

attribute evaluators. The Weka toolkit was used for

feature selection.

Classification. The bimodal emotion recognition was

accomplished using 5 classifiers, i.e., Bayes Net, SVM,

bagging, random forest and random tree. These classifiers

utilize various methodologies for the categorization.

The Bayesian classifiers are based on the Bayes� theorem.

The probabilities of different classes are computed

based on given features. SVM transforms the data to

high dimensional space for transparent separation. It is

faster and works well for high dimensionality and small

training data. Bagging is an ensemble technique aspired

to enhance the stability and accuracy of classification

algorithms. It lowers the overfitting by reducing the

variance. A random forest fits numerous decision trees

on several sub-samples of the dataset. The classification

accuracy is enhanced by employing the averaging.

Random tree is an ensemble method of machine learning.

The ensemble technique utilizes several base models

to obtain the final prediction.

The classification experiments were conducted using

both the flat and hierarchical approaches. A total of 6

emotion classes, i.e., anger, excited, frustration, sadness,

happiness and neutral state, that had enough data were

selected from the IEMOCAP for the experiments. The

selected data contained 2778 sentences. The experiments

were performed with 10-fold cross validation method

using Weka software.

Flat approach. In flat approach, different emotion

classes are separated using a single set of selected

features. This technique may result in lower classification

performance for the more confused emotion classes, as

they are hard to separate while using same set of selected

features for all emotions.

Hierarchical approach. In this technique a branched

tree is constructed through binary classification. The

hierarchical technique is believed to perform better than

the traditional flat approach as a different set of features

is used at each level of binary classification.

In this research, the hierarchical approach was used for

bimodal emotion recognition based on Mahalanobis

distance (Fan et al., 2013). The Mahalanobis distance

for two classes is given by the relation

.....................(2)

where:

m
i
 and m

j
 represent the means, å

i
 and å

j
 represent the

covariances, while P
i
 and P

j
 denote the prior probabilities

of two normal distributed classes.

The Mahalanobis distance between each pair of

emotions was computed. In this research, a total of six

emotions, i.e., anger, excited, frustration, sadness,

happiness, and neutral state, from the IEMOCAP

database were used. Firstly, all these emotions were

combined into a master class as shown in Fig. 1. In the

next step, master class was split in class A and class B.

Similar emotions were grouped together. Three emotions,

i.e., anger, excited and frustration were placed in class

A, while sadness, happiness and neutral state were

placed in class B. Afterwards, class A was divided into



subclasses A
1
 and A

2
. The class A

1
 contains anger

emotion, while class A
2
 contains excited and frustration.

Similarly, class B was separated into subclasses B
1
 and

B
2
. In the last phase, subclasses A

2
 and B

2
 were further

split into binary classes. All emotion classes were

classified using this procedure.

Results and Discussion

The experiments were conducted using the audio-visual

data of six emotions from the IEMOCAP database. The

audio and visual features were merged at feature level.

The results were averaged over 10-fold cross validation.

Experiments were performed using both the flat and

hierarchical classification approaches.

Flat approach. The classification results for the flat

approach using different attribute evaluators and search

methods are given in Table 1. In the case of CFS attribute

evaluator with best first search method, the best accuracy

of 92.76% was accomplished with Bayes Net classifier

utilizing 86 features. The bagging and random forest

classifiers also performed better, while SVM performed

poorly. In the case CFS attribute evaluator with Greedy

Stepwise search method, the recognition accuracy of

93.19% was attained with Bayes net classifier utilizing

110 features. Bagging and random forest classifiers also

performed better, while the Random Tree performance

was the lowest. The overall performance of CFS attribute

evaluator for both the best first and Greedy stepwise

search methods were quite close.

For the info gain and gain ratio attribute evaluators with

Ranker search method, the classification tests were

conducted for the top ranked features starting from 50

with a step size of 50. The best results for different

classifiers were obtained using various numbers of

attributes. In the case of Info Gain, the best recognition

score of 95.60% was attained with SVM classifier using

2500 features. Other classifiers also performed well

except the Random Tree. In the case of Gain Ratio, the

top performance of 93.70% was accomplished with

SVM classifier utilizing 3000 features. The Bagging

classifier also performed better but other classifiers

performed poorly.

For both info gain and gain ratio, the Bayes net, random

forest and random tree classifiers provided higher

accuracy for less number of attributes, while the SVM

and Bagging accomplished better scores for larger

number of attributes. The recognition performance of

SVM and Bagging classifiers enhanced with growing

the number of attributes, while that of other classifiers

declined.

Hierarchical approach. The classification results for

the hierarchical approach are given in Table 2. For the

CFS attribute evaluator with the best first and greedy

stepwise search methods, the random forest classifier

provided the best results. The best classification result

of 97.44% was obtained for the CFS with best first

search method, while the best result of 97.53% was

achieved for the CFS with Greedy stepwise search

method. For both search methods, other classifiers also

performed better but the SVM performance was poor.

For the Info gain and gain ratio attribute evaluators and

ranker search method, the best accuracies of 96.52%

and 95.94% were obtained, respectively using bagging

classifier. Other classifiers also performed better for

these attribute evaluators.

Comparison of flat and hierarchical approaches.

The comparison of best classification results for the flat

and hierarchical approaches are given in Table 3. For

the CFS attribute evaluator with best first and Greedy

stepwise search methods, the bayes net classifier

provided the best results for the flat approach, while

random forest performed better in the case of hierarchical

approach. For the info gain and gain ratio attribute

evaluators and ranker search method, the SVM classifier

delivered the best outcomes for the flat approach, while

bagging accomplished better scores in the case of

hierarchical approach.

264 Muhammad Imran Majid et al.

Master class
Anger, Excited, Frustration

Happiness, Neutral, Sadness

Class A
Anger, Frustration, Excited

Class B
Happiness, Sadness, Neutral

Class A
Anger

1 Class A
Excited, Frustration

2 Class B
Happiness

1
Class B

Neutral, Sadness
2

Class B
Neutral

21
Class B
Sadness

22Class A
Excited

21 Class A
Frustration

22

Fig. 1. Hierarchical tree based on Mahalanobis

distance.
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Table 2. Average classification accuracies (%) for the

hierarchical approach using different feature selection

and classification techniques

Attribute Search Classifiers

evaluator method Bayes SVM Bagging Random Random

net forest tree

CFS Best 95.63 84.14 95.29 97.44 94.79

subset first

Greedy 95.50 84.23 95.27 97.53 94.71

stepwise

Info gain Ranker 91.19 92.36 96.52 95.72 91.84

Gain ratio Ranker 87.11 92.47 95.94 94.61 90.31

Table 1. Average classification accuracies (%) for the flat approach using different feature selection and

classification techniques

Attribute evaluator Search method Number of Classifiers

selected attributes Bayes net SVM    Bagging Random forest    Random tree

CFS subset Best first 86 92.76 79.22 91.28 91.43 82.57

Greedy stepwise 110 93.19 82.82 91.54 91.03 79.98

Info gain Ranker 2500 93.16 95.60 93.12 94.63 86.28

(200) (1500) (200) (200)

Gain ratio Ranker 3000 75.19 93.70 92.58 79.19 69.04

(150) (150) (150)

Table 3. Comparison of best classification results for

the flat and hierarchical methods

Attribute Search Flat method Hierarchical method

evaluator method Classifier Accuracy Classifier Accuracy

(%) (%)

CFS Best Bayes 92.76 Random 97.44

first net forest

Greedy Bayes 93.19 Random 97.53

stepwise net forest

Info gain Ranker SMO 95.60 Bagging 96.52

Gain ratio Ranker SMO 93.70 Bagging 95.94

The overall recognition accuracy of hierarchical approach

was superior to flat approach. In the case of flat approach,

the best recognition score of 95.60% was attained with

SVM using Info gain attribute evaluator with ranker

search method. For the hierarchical approach, the best

result of 97.53% was acquired with random forest using

CFS attribute evaluator and Greedy stepwise search

method.

Conclusions

In this research, the bimodal emotion recognition was

accomplished using both the flat and hierarchical

approaches. The experiments were performed using six

emotion classes of the IEMOCAP database. The audio

and visual attributes were extracted. Feature selection

was employed using the CFS, info gain and gain ratio

attribute evaluators with best first, Greedy stepwise and

ranker search methods. The emotions were classified

using five types of classifiers, i.e., Bayes net, SVM,

bagging, random forest and random tree.

For flat approach, the best recognition accuracy of

95.60% was attained with SVM classifier using Info

gain attribute evaluator and ranker search method. For

hierarchical approach, the best result of 97.53% was

obtained with random forest classifier using CFS attribute

evaluator and Greedy stepwise search method. The

hierarchical approach accomplished better performance

in comparison to flat approach.

In future, it will be exciting to explore the other distance

measures, e.g., KL divergence measure and

Bhattacharyya distance, for building the hierarchical

tree. In addition, these research findings need to be

validated using other audio-visual databases such as

SAVEE.
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